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Abstract. A distance-based regional model is developed for the estima-3

tion of dimensionless flow duration curves in sites with no or limited avail-4

able data. The curves are dimensionless because they are preliminarily nor-5

malised by an index value (e.g., the mean annual runoff). The model aims6

to represent this curve as a non-parametric object, rather than providing a7

parametric representation and trying to relate the parameter values to basin8

descriptors. This approach requires considering the (dis)similarity between9

all possible pairs of curves, and searching for characteristic distance values10

that can be related to basin descriptors, taken among geographic, geomor-11

phologic and climatic parameters. The (dis)similarity between curves is com-12

puted using a predefined metric based on a linear norm and producing a dis-13

tance matrix. This matrix is then related to analogous matrices of descrip-14

tors differences by means of linear regression models. The significant descrip-15

tors are identified and a cluster analysis is applied so that the sites can be16

grouped together. Each region is supposed to be characterized by a single17

dimensionless flow duration curve. The procedure is applied to 95 basins lo-18

cated in northwestern Italy and Switzerland. The performance in the regional19

estimation is assessed by means of a cross-validation procedure through com-20

parison with “standard” parametric regional approaches based on two and21

three-parameter models. In most of the cases, the distance-based model pro-22

duces better estimates of the flow duration curves, using only few catchment23

descriptors.24
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1. Introduction

The problem of estimating hydrological variables in ungauged basins has been the object25

of intense research activity in recent years [see e.g., Sivapalan et al., 2003]. Regardless26

of the method used to perform such estimation, the underlying idea is to transfer the27

hydrological information from gauged to ungauged sites. When observations of the same28

variable at different measuring sites are available and are used for the estimation in un-29

gauged sites, the related methods are called regional methods. Regional frequency analysis30

[e.g., Hosking and Wallis , 1997], where the interest is in the assessment of the frequency31

of occurrence of hydrological events, belongs to this class of methods. A frequently used32

regional approach is the index-value method [Dalrymple, 1960] in which it is implicitly33

assumed that the frequency distribution for different sites belonging to a homogeneous34

region is the same except for a site-specific scale factor, the index-value [see e.g., Hosking35

and Wallis , 1997, for details]. Hence, the estimation of the distribution for an ungauged36

site is obtained by separately estimating the index value and assigning the site to an37

homogeneous region, which entails assuming a dimensionless frequency distribution (a38

growth curve) to the site under analysis.39

The frequency distribution is only one of the possible information that can be transferred40

using a regional approach. In this paper we deal with a specific descriptor of the runoff41

distribution in a basin: the Flow Duration Curve (FDC). A flow duration curve represents42

the flow in a stream rearranged to show the percentage of time during which a discharge43

value is equalled or exceeded. Strictly speaking this is not a probability curve, because44

discharge is correlated between successive time intervals and discharge characteristics45

D R A F T March 31, 2009, 9:52am D R A F T



X - 4 GANORA ET AL.: ESTIMATION OF NON-PARAMETRIC FLOW DURATION CURVE

are dependent on the season; hence the probability that discharge on a particular day46

exceeds a specified value depends on the discharge on preceding days and on the time47

of the year [Mosley and McKerchar , 1993, p. 8.27]. However, a flow duration curve is48

often interpreted as the complement of the cumulative distribution function of the daily49

streamflow values at a site. The FDC also provides a graphical summary of streamflow50

variability and is often used in hydrologic studies for hydropower, water supply, irrigation51

planning and design, and water quality management (a review on many applications is52

provided by Smakhtin [2001]).53

The empirical FDC is constructed from observed streamflow time series. These obser-54

vations can have different time-scale resolution, although mean daily streamflow values55

are commonly used. The data are ranked in descending order and each ordered value56

is associated with an exceedance probability F , for example through a plotting position57

formula. If the FDC is constructed on the basis of the whole available data set, merging58

together all available years of data, it represents the variability of flow over the entire59

observation period. This representation is valid when the dataset is sufficiently long. A60

different approach, introduced by Vogel and Fennessey [1994], is to consider annual FDCs61

separately, i.e., to consider a different FDC for each year when data are available [e.g.,62

Claps and Fiorentino, 1997; Iacobellis , 2008]. A parametric model able to represent both63

the total and the annual FDCs for gauged and ungauged sites has been proposed, for64

instance, by Castellarin et al. [2004b, 2007].65

In the present work only total FDCs will be considered, adopting a non-parametric66

approach for their representation. The FDCs are modelled following the index-value67

approach, in which the flow duration curve Q(F ) is the product of two terms Q(F ) =68
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µ · q(F ), where the index flow µ is the scale factor and the dimensionless total flow69

duration curve q(F ) represents the shape of the FDC. The present work focuses on the70

regionalization of the dimensionless curve, while the estimation of the index flow will not71

be treated. In section 2 we describe the distance-based method. This method is applied72

to a case study in section 3, where a set of basins located in North-Western Italy and73

Switzerland is investigated. The method’s performances against alternative parametric74

methods are finally checked in section 4.75

2. Distance-based Method

Leaving aside the index-flow estimation, the regional FDC analysis can be divided into76

two parts: the formation of cluster regions and the association of an ungauged site to one77

of them. Concerning the first point, the curves are grouped according to their similarity78

in terms of the basin descriptors that better “explain” the shape of the FDC. In standard79

approaches [e.g., Fennessey and Vogel , 1990; Singh et al., 2001; Holmes et al., 2002],80

this shape is represented in a parametric way. For instance, the coefficient of variation81

(CV) or the L-CV [Hosking and Wallis , 1997] of the curve can be used for this purpose.82

In this case, the selected parameter is related to basin descriptors through a linear or83

a more complex model. A regression analysis is performed with different combinations84

of descriptors, and those that are strongly related with the parameter are used for its85

estimation in ungauged sites.86

In the distance-based approach proposed here we consider the dimensionless FDC as a87

whole, without resorting to statistical descriptors of its shape. This means that a curve88

is not fitted by an analytical function, which would imply a parametric representation89

of the FDC. The multiregression approach can still be used to study the (dis)similarity90
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between pairs of basins. The procedure is synthetically described below as a sequence of91

logical steps, while details are provided in the following subsections:92

1. for each couple of stations, a dissimilarity index between dimensionless curves is93

calculated using a predefined metric (section 2.1);94

2. for each considered basin descriptor (e.g., area, mean elevation, mean slope, drainage95

path length, etc), the absolute value of the difference between its measure in two basins96

is used as the descriptor distance;97

3. the distances between couples of FDCs (and between basin descriptors) are organized98

in distance matrices (section 2.2);99

4. a multiregression approach is applied using the FDC distance matrix as the de-100

pendent variable, and the descriptor distance matrices as the independent variables; this101

serve to select the relevant basin descriptors (those associated to the best regression model)102

(section 2.2);103

5. in the resulting descriptors’ space, stations with similar descriptor values (small104

distances between descriptors) are grouped together into regions through a cluster analysis105

(section 2.3);106

6. the regional dimensionless flow duration curve is estimated by taking the average107

of all the curves belonging to the cluster, as in the “graphical approaches” reviewed by108

Castellarin et al. [2004a] and references therein.109

Critical points of this procedure, discussed more in detail in the following, are the choice110

of a suitable distance measure for the dimensionless flow duration curves, the identification111

of the best regression model between distance matrices, and the choice of the method of112

cluster analysis for the formation of the regions.113
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2.1. (Dis)similarity Between Curves

Let Q∗
s be the sequence of Ns daily discharges in the gauged station s, containing all the114

recorded values. Based on these data the scale factor µs is first computed as the average115

of the whole sequence. Then, the dimensionless sequence q∗s = Q∗
s/µs is rearranged in116

descending order and each value qi,s, with i = 1, 2, . . . , Ns, is associated to its exceedance117

probability (i.e., through the Weibull plotting position)118

119

{
1

Ns + 1
,

2

Ns + 1
, . . . ,

Ns

Ns + 1

}
. (1)

120

The distance-based procedure proposed here is based on the comparison between couples121

of curves: for this purpose it is convenient the two curves have the same number of el-122

ements. Since total FDCs have generally different lengths, depending on the number of123

years they cover, we resample them to make the curves comparable. For this purpose, we124

resample the FDCs at the frequency values125

126

{
1

365 + 1
,

2

365 + 1
, . . . ,

365

365 + 1

}
, (2)

127

obtaining a new representation of the FDC in the station s, {q1,s, q2,s, . . . , q365,s}. Other128

sampling rates can be used to better sample particular parts of the curves. In this work129

we have also considered an alternative sampling method that produces 365 equally spaced130

values in the z-space, where z is the normal reduced variate (with zero mean and unit131

variance). Back-transforming these values to the frequency space, the 365 values are no132

more equally spaced but more concentrated around higher and lower frequencies. Figure133
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1 sketches two curves with different number of elements resampled with a constant and a134

z spacing in the frequency axis.135

In our approach a measure of similarity between curves (hereafter termed distance) is136

required. Given two FDCs, relative to two gauging stations s1 and s2, constituted by137

365 elements each: {q1,s1 , q2,s1 , . . . , q365,s1} and {q1,s2 , q2,s2 , . . . , q365,s2}, a simple measure138

of their dissimilarity can be defined as the “distance” calculated by the norm of order one,139

140

δs1,s2 =
365∑

i=1

|qi,s1 − qi,s2| . (3)

141

The value δs1,s2 can be interpreted also as an approximation of the area between the142

curves. The computation of the distance according to equation (3) is exemplified in figure143

2 for two generic FDCs.144

If n is the number of sites where data are available, the distance measures for each FDC145

pair are organized in a n× n distance matrix like:146

147

∆ =





0 δ1,2 . . . δ1,n

δ2,1 0
...

...
. . .

δn,1 . . . 0




(4)

148

where the elements δs1,s2 are distances between curves (calculated with equation (3)).149

Analogously, matrices like (4) can contain distances between catchment descriptors (if d1150

is the value of the descriptor for basin 1 and d2 for basin 2, then δ1,2 = |d1 − d2|). Since151

the matrices are symmetric and with null diagonal values, after removing the redundant152

values, only n(n− 1)/2 values per matrix are informative.153
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The distance measure of equation (3) not only depends on the resampling method but154

also on the “measurement space” considered for the representation of flows. For example,155

if the flows are transformed to provide a more convenient representation of the FDC,156

the distances δs1,s2 are affected by the transformation. Three main representations of157

the FDC are considered in this work: (a) flow data plotted versus their corresponding158

plotting position, (b) log-transformed flows versus their corresponding plotting position159

and (c) log-normal probability plot (log-transformed flows versus normal reduced variate).160

There are no particular reasons to prefer a priori one of these representations, therefore161

all of them are considered in the case study and will be respectively referred as “linear162

representation”, “logarithmic representation” and “log-normal representation” (see figure163

2). Three parametric functions will be used in a traditional regional FDC estimation164

exercise in section 4, for comparison to the distance-based procedure developed here.165

2.2. Distance Matrices, Linear Regression and Mantel Test

In this section we show how to identify the catchment descriptors that, thanks to their166

relations with the FDCs, should be used for the formation of cluster regions. A different167

distance matrix, hereafter termed ∆Xi, is determined for each descriptor, while the dis-168

tance matrix for the dimensionless FDCs is called ∆Y . The relation between the distance169

matrix ∆Y and the various ∆Xi is assessed using a multiregressive approach. Note that170

the multi-regressive approach based on distance matrices is not used to estimate FDC171

coefficients, but to identify the descriptors to be used in the following step for region172

creation. We start considering a simple linear model:173

174

∆Y = β0 + β1∆X1 + . . . + βp∆Xp + ε (5)
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175

with p as the number of descriptors involved, βi as the regression coefficients and ε the176

residual matrix. The best possible regression is selected through the adjusted coefficient177

of determination178

179

R2
adj = 1− (1−R2)

n− 1

n− p− 1
(6)

180

where R2 is the standard coefficient of determination [e.g., Kottegoda and Rosso, 1997],181

p the number of descriptors and n the number of basins considered. The regression182

coefficients and R2 can be computed in a standard way [Legendre et al., 1994], that is to183

say that it does not matter if the elements are organized in a distance matrix. However,184

in the formulation of the adjusted coefficient of determination it is better to use the value185

n (the number of basins) instead of n(n − 1)/2 that is the number of points involved186

in the regression (namely the number of distance values). This is due to the fact that187

the values inside the matrices are not mutually independent. Dependancy has another188

significant impact on the method. In particular, the validity of the tests used to assess the189

significance of the independent variables (e.g., the Student t test) is affected. A different190

significance test, as the Mantel test [Mantel and Valand , 1970], is then needed, which191

accounts for the non-independence of the elements in the distance matrices.192

The Mantel test was originally proposed by Mantel and Valand [1970] for analysis of193

correlation between distance matrices, and since then it has been widely improved and194

used with many different kinds of data. In fact, distance matrices have been frequently195

used in the biological and ecological sciences [e.g., Legendre, 1993; Lichstein, 2007]. The196
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simple Mantel test [Mantel and Valand , 1970] is used to evaluate the significance of the197

linear correlation between two distance matrices. This test is performed computing a198

statistic (usually the Pearson correlation coefficient) between all the pairwise elements of199

the two matrices. Its significance is tested by repeatedly permuting the objects in one200

of the matrices, and recomputing the correlation coefficient each time; permutations are201

performed simultaneously exchanging the rows and the columns of the matrices (e.g., if202

rows of indexes 2 and 10 are exchanged, also columns of indexes 2 and 10 have to be203

exchanged [see Legendre et al., 1994]). The significance of the statistic is assessed by204

comparing its original value to the distribution of values obtained from the permutations,205

which are considered as many realizations of the null hypothesis of no correlation.206

The simple Mantel test can be extended to multiple predictor variables to be applied in207

multiple linear regression models as (5). The extension has been introduced by Smouse208

et al. [1986], discussed and improved by Legendre et al. [1994] and recently applied in the209

ecological field by Lichstein [2007]. Following the procedure of Lichstein [2007] each ma-210

trix, after removing redundant values, is unfolded into a vector of distances, and regression211

is performed in the classical way. Then, a null distribution is constructed permuting the212

elements only in the dependent variable distance matrix ∆Y . Similarly to what described213

for the simple Mantel test, the rows and the colums of the matrix ∆Y are permuted214

simultaneously and each regression coefficient is tested individually.215

2.3. Cluster Analysis

The proposed procedure serves for the estimation of a FDC in an ungauged basin on216

the basis of curves relative to other basins. Given a large group of candidate “donor”217

basins, we want to extract a subset of basins that have geomorphologic and climatic218
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characteristics similar to those of the target site. The FDCs collected in these sites will219

be used for the estimation of the unknown curve. There are different regionalization220

techniques to choose the subset of basins, for example leading to the formation of fixed221

regions through cluster analysis [Hosking and Wallis , 1997; Viglione et al., 2007b], or222

based on the method of the region of influence [ROI, Burn, 1990]. In this work we use the223

first approach, selecting fixed regions by splitting the descriptors space in non-overlapping224

areas by means of a cluster analysis. However, the generalization of the method to the225

ROI technique is straightforward. The definition of the descriptors space depends on226

the outcome of the multiregressive procedure described in section 2.2, that allows one to227

identify a group of significant geomorphoclimatic parameters.228

The cluster analysis method used here is a mixed method in which the Ward hierar-229

chical algorithm [Ward , 1963] is followed by a reallocation procedure that minimizes the230

dispersion within each cluster. The Ward algorithm is agglomerative; it starts with a con-231

figuration in which each element is a cluster itself, and progressively merges clusters in a232

way to produce the minimum information loss, measured as the sum of squared deviation233

of each element from its cluster centroid. We use the Ward algorithm because it is able to234

generate compact clusters with an evenly distributed number of elements. A disadvantage235

is that it does not allow elements reallocation, so that the final configuration could not236

be the optimal one. To avoid this inconvenience, a reallocation procedure is applied in237

concurrence with the agglomerative clustering. For instance, if the Ward clustering yields238

a final configuration with k clusters we compute the statistic239

240

W =
k∑

i=1




ni∑

j=1

D2
i,j



 , (7)
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241

where Di,j is the Euclidean distance between the j-th element of the i-th cluster and242

the cluster centroid, and ni is the number of elements contained in the i-th cluster. An243

element is moved to another cluster if the new configuration provides a lower value of W .244

The procedure ends when W stops reducing after the reallocations, so that every element245

of a cluster is closer to its center of mass than to the centroid of the nearby cluster.246

The reallocation procedure leads to an optimal configuration with k regions. A contro-247

versial point of the procedure is the choice of the optimal number of clusters. Usually, in248

regional analyses, the aim is to get the smallest possible number of homogeneous regions,249

so that each of them has a large enough number of elements. In this work, the selection250

of the ideal number of clusters is done investigating different k values and evaluating,251

for each configuration, a quality index. This index is computed by estimating (in cross-252

validation mode) the curves for all sites by using the regional model (with a given k), and253

computing the distance as in equation (3) where, in this case, s1 is the measured curve254

and s2 is the estimated one. This distance is adopted as an error measure and the overall255

mean error is used as a quality index to select the number of clusters. This method does256

not ensure that the clusters are homogeneous, because no homogeneity test is explicitly257

used.258

After having subdivided the descriptors space in regions, one can proceed to the es-259

timation of the flow duration curve in ungauged sites. For one such site one must first260

determine the values of the descriptors selected in the procedure of section 2.2. The de-261

scriptors at the ungauged site are entered as coordinates in the descriptors’ space and the262

site is assigned to the cluster whose centroid is the closest to the basin descriptors. The263
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curves of all basins belonging to the selected cluster will be used to build the regional264

curve. This latter curve is simply estimated point by point as the average of the values265

of q relative to each duration for the curves belonging to the selected region, as in the266

graphical approach described in Castellarin et al. [2004a].267

The descriptors used in the cluster analysis are preliminary standardized (i.e., converted268

into variables with zero mean and unit variance). Standardization of raw descriptors269

values avoids an unwanted weighting effect due to the different measurement units. If the270

descriptors are assumed to have different importance in the cluster creation, a procedure271

can be adopted to give different weights to each descriptor. Regression coefficients of272

equation (5) can be used to compare the relative effect of each descriptor distance matrix,273

if the distance matrices have been previously standardized: the greater the coefficient, the274

greater the relative effect of its descriptor distance matrix on the curve distance matrix,275

so that the coefficients can be used as weights. This weighted clustering procedure will276

be tested in the following sections by comparing it to the standard unweighted clustering.277

After the regional curves have been determined, it is necessary to evaluate if they can278

be considered significantly different from each other, because otherwise the regions should279

be merged. To assess if two regional curves are significantly different, we use a procedure280

based on the distances between curves. First, a reference distance is computed as the281

median (or the mean) of the distances between each empirical curve and the regional282

one. Then, the distance matrix of the regional curves is computed and all its elements283

are compared against the reference distance: two regional curves are considered signifi-284

cantly different if their distance is greater than the reference distance, otherwise the two285
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clusters are merged together. This procedure is repeated until all the regional FDCs are286

significantly different.287

Note that the reference distance and the distance matrix of the regional curves depend288

on the representation space on which the distances are calculated, hence different results289

are expected using different representation spaces.290

3. Case Study: Distance-based Method Application

3.1. Hydrological and Geomorphologic Data

The application of the distance-based procedure for regional estimation of FDC has been291

carried out in the R statistical environment [R Development Core Team, 2007], integrated292

for Mantel test and cluster analysis with the nsRFA package [Viglione, 2007].293

Available data include 95 river basins located in northwestern Italy (36 basins of294

Piemonte and Valle d’Aosta regions) and in Switzerland (59 basins); the geographical295

location of the gauging stations is shown in figure 3. Italian flow data derive from the296

publications of the former Italian Hydrographic Service and include series lengths ranging297

between 7 years and 41 years. Hydrological and geomorphological variables relative to298

Italian basins are included in the widest CUBIST database [CUBIST Team, 2007] that299

contain such data for more than 500 basins in Italy. The catchment area of Northwest-300

ern Italy basins ranges between 22 and 7983 km2, and their average elevation ranges301

from 494 to 2694 m a.s.l. Switzerland data are included in the Reference Hydrometric302

Network (SHRN) provided by the BAFU (Bundesamtes für UmweltSwiss) and include303

daily streamflow series with a minimum length of 18 years and a maximum length of 99304

years. The catchment area of Switzerland basins ranges between 7 and 616 km2, while305

their average elevation varies from 475 to 2847 m a.s.l. Geomorphological characteris-306
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tics of each basin has been obtained from a digital terrain model (about 90m cell grid)307

provided by NASA [2000] with automatic procedures originally developed by Rigon and308

Zanotti [2002] under a GRASS GIS environment. For the complete list of basins consid-309

ered, whose codes are referred in figure 3, and their geomorphologic variables see auxiliary310

material at http://www.idrologia.polito.it/˜ganora.311

3.2. Procedure Setting

Several linear regression models between distance matrices have been investigated using312

relation (5). They are built using different combination of:313

1. Curve distance matrices ∆Y : the three representations described in section 2.1 and314

figure 2 (linear, logarithmic and log-normal plot) are considered;315

2. Descriptors distance matrices ∆X : all possible combination from one to five descrip-316

tors have been taken into account.317

Regression models are ordered in terms of R2
adj values and tested for significance with318

the multiple Mantel test, with a significance level of 0.05. Furthermore, a test against mul-319

ticollinearity has been performed in order to exclude variables with redundant information320

[Montgomery et al., 2001].321

For the linear representation, best results are obtained with four and three descriptors.322

Lower R2
adj values arise from simpler models with only two descriptors. In the logarithmic323

space, the best model is again characterized by four descriptors, but in this case simpler324

models with two parameters have comparable R2
adj. In the log-normal space none of the325

solutions accepted after testing are based on more than two descriptors. We decided to326

adopt models with two parameters because of their higher robustness (see table 1). The327

R2
adj values obtained with regression models with distance matrices are very low, although328
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the descriptors result to be statistically significant. In this regard it is important to remind329

that regressions are only used for the selection of the suitable descriptors and not for direct330

estimation.331

Table 1 shows the three best models for each representation with two descriptors, where332

all the models have been tested for significance of regression coefficients with the Mantel333

test with a level of significance of 0.05. It appears that, considering together the three334

representations of different curve distance matrices, the most significant descriptors are335

always the same: the minimum basin elevation (Hmin), the mean elevation (H), the mean336

hillslope length (MHL), the mean basin slope (Slo) and the modified basin slope (Pm,337

which is the ratio between the median elevation and the square root of the area). A338

summary of the range of these descriptors is reported in table 2. This suggests to adopt339

the same set of descriptors with all the three representation spaces; Hmin and MHL340

has been selected. The adoption of these two descriptors is coherent with the typology341

of investigated basins. In fact, since we are considering mainly mountain basins, the342

elevation descriptor is expected to be relevant because of its strong relation to snow-343

accumulation and snowmelt mechanisms. Similarly, the hillslope mean length provides a344

synthetic description of runoff routing mechanisms.345

3.3. Regions Definition

The second step, after the choice of the suitable descriptors, is to pool the catchments346

together with the cluster analysis, as described in section 2.3. The procedure is applied to347

both the weighted and the unweighed cluster configurations. For all the three representa-348

tion spaces, the unweighed procedure often demonstrates better performances, while the349

weighted procedure leads to marginal, if any, improvements that do not justify its use.350
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Following the criteria mentioned in section 2.3 and considering all the three representation351

spaces, the suggested number of clusters obtained for Italian and Switzerland data is four.352

This configuration is then checked, to assess if the regional FDCs are significantly dif-353

ferent, using the procedure described in section 2.3 for all the three representation spaces.354

The FDCs of the original four clusters cannot be considered significantly different from355

each other, neither in the linear space, nor in the other two logarithmic spaces. Thus,356

for each representation space, the two most similar clusters are merged together. The357

new configurations with three clusters can be accepted in the linear space only. Applying358

again the procedure for the logarithmic and log-normal space we obtain two configura-359

tions consisting of two clusters each. To select one among these different configurations360

of clusters, we perform the following cross-evaluation: for each set of clusters (e.g., the361

one obtained in the linear space), we check if the difference between the regional FDCs is362

significant in the other representation spaces (i.e., also in the logarithmic and log-normal363

spaces). Based on this cross-evaluation, we choose the configuration with 2 clusters ob-364

tained in the logarithmic space, which is represented in Figures 4 and 5. Hence, this latter365

configuration will be used as the result of the distance-based model.366

The final regions obtained are shown in figure 4. Curves belonging to each cluster367

are grouped together and the regional curves are derived as the average of all curves368

belonging to the region. Figure 5 shows the regional curves (black lines) obtained from369

curves belonging to the cluster (grey lines) in the log-normal space. Although every curve370

bundle appears to be quite wide, regional curves are able to represent two characteristic371

behaviors. In fact, we can observe an almost straight curve and a “S” shaped curve.372
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A quantitative representation of model quality and estimation errors is reported in the373

following section, where a comparison against some parametric methods is performed.374

4. Comparison with Parametric Models

The distance-based regional procedure developed in this work is tested against some375

standard parametric regional models. In general, the choice of the reference model is not376

trivial and more than one function can be used to describe the FDCs. For this purpose,377

a useful tool is the L-moments ratio diagram of figure 6 [Hosking and Wallis , 1997]378

where one plots the LCA (coefficient of L-skewness) of each dimensionless FDC versus379

its corresponding Lkur (coefficient of L-kurtosis). The lines represent the domain of the380

distributions over the LCA − Lkur space and can help one to identify the distribution to381

be used. This approach has been followed, for example, by Castellarin et al. [2007].382

In this work, the analysis is performed over a database of 95 basins that have very383

different characteristics in terms of LCA and Lkur, as figure 6 shows. The scattering of384

the points make the choice of the distribution rather difficult. For this reason, different385

parametric models are used for the comparison with the distance-based procedure.386

Each parameter θ of a parametric model is related to the catchments’ descriptors d by387

a linear model of the form388

389

θ = a0 + a1 · d1 + a2 · d2 + . . . + an · dn + ε. (8)

390

The first step is to identify a suitable regional model to estimate the generic parameter391

for an ungauged station, where θ is previously estimated at each station s using a suitable392

technique. The resulting parameters θs are then related to descriptor data (raw data, not393
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distances) for all the catchments (not classified in regions) to identify a regional model394

(regression) able to describe them. Many linear models of the form of equation (8) are395

considered and validated with a t-Student test followed by a multicollinearity (VIF) test396

and subsequently ordered by their values of R2
adj [e.g., Montgomery et al., 2001].397

The models considered here are the two-parameter log-normal distribution (LN2), the398

three-parameter Pearson type III (PE3) and the generalized Pareto (GPA) distributions.399

The log-normal model is represented by the relation400

401

log (q) = θ1 + θ2 · z (9)

402

where z is the quantile of a normal distribution with zero mean and unit variance corre-403

sponding to each flow’s plotting position values. In the log-normal probability represen-404

tation, equation (9) is a straight line whose coefficients θ1 and θ2 can be estimated with405

a least squares linear regression.406

The GPA probability density function is defined as407

408

f(q) = θ−1
2 exp[−(1− θ3)y], (10)

409

with y = −θ−1
3 log[1 − θ3(q − θ1)/θ2] if θ3 #= 0 and y = (q − θ1)/θ2 if θ3 = 0, where θ1,410

θ2 and θ3 are the location, scale and shape parameter, respectively; the PE3 probability411

density function is defined as412

413

f(q) =
(q − θ1)θ2−1 exp[−(q − θ1)/θ3]

θθ2
3 Γ(θ2)

, (11)
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414

where θ1, θ2 and θ3 are the location, scale and shape parameter, respectively, and Γ(·) is415

the gamma function. For details about these distributions and for parameters estimation416

we refer to Hosking and Wallis [1997] and Viglione [2007]. The regional estimation of the417

models’ parameters use the descriptors listed in table 3, whose definitions [Viglione et al.,418

2007a] are provided in the auxiliary material.419

Our model and the parametric ones are all tested using a cross-validation approach in420

which one station is considered ungauged and its data are removed from the database.421

The models are then recalibrated using only the remaining data, and the unknown curve422

is estimated. After this procedure is repeated for all basins, one can compute, for each423

basin, the error measure δMOD,EMP as the distance between the estimated FDC and its424

empirical counterpart.425

The non-parametric FDC representation method performs better than the parametric426

models for most of the analyzed basins, independently of the representation space con-427

sidered. Figure 7 shows a comparison between the errors δMOD,EMP calculated with the428

parametric and the distance-based approaches. Each parametric model is able to well429

describe only a subset of the studied basins (see figure 6), which is probably the reason430

why they demonstrate similar and non excellent performances when applied to the whole431

dataset.432

5. Conclusions

The procedure for dimensionless flow duration curves estimation in ungauged basins433

developed in this work hinges on the concept of distance, that quantitatively represents434

the dissimilarity between curves and catchment’s descriptors. This approach, based on435
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distance matrices, allows one to account for a FDC as a whole object, avoiding the de-436

scription of the curve by means of a parametric function. Moreover, no assumptions on437

the shape of the FDCs is made. This is an important feature when one has to manage438

at the same time curves described by a simple geometry (e.g., almost straight lines in the439

log-normal probability plot) and curves with more complex behavior (e.g., “S” shaped440

curves). In fact, complex shapes can be well described by a parametric model only using441

an high number of parameters, that sometimes can not guarantee a robust parameters442

estimation.443

The results obtained by means of the distance-based model (non-parametric represen-444

tation of the FDC) applied to our dataset are comparable, and many times better, than445

the estimation yielded by classical parametric models of the same or greater complex-446

ity. These results are obtained on the basis of only two descriptors, while the log-normal447

model requires six descriptors for the assessment of two parameters, and the PE3 and448

GPA models require 8 and 10 descriptors to estimate their three parameters.449

The main advantage of the method based on distance matrices is its ability in dealing450

with curves. For instance, the regionalization method proposed here could be improved451

considering also “complex” catchment descriptors as the hypsographic curve, or climatic452

information like the precipitation regime curve.453
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Figures captions

Table 1 Regression models with two descriptors that well describe the relationship between528

curve distance matrix and descriptors distance matrices. All the models pass the Mantel test529

(significance of regression coefficients) with a level of significance of 0.05 and the VIF test (multi-530

collinearity) with threshold equal to 5. The curve distance matrix is calculated in three different531

representation spaces: the linear, the logarithmic and the log-normal one.532

Table 2 Brief description and range of variation of the descriptors used by the distance-based533

models (see table 1).534

Table 3 Descriptors used to estimate the parametric model’s parameters with level of signifi-535

cance (Student test) and Variance Inflation Factor test.536

Figure 1 Comparison of dimensionless flow duration curves. Sampling points with constant537

spacing in frequency representation (a), and with a denser presence on the FDC tails due to538

normal transformation (b)539

Figure 2 Distance between two FDCs calculated following equation (3). The three panels540

show a pair of FDCs in three different representation spaces: panel (a) is the linear representation541

(flow values versus exceedance frequency); panel (b) is the logarithmic representation in which542

discharges are log-transformed; panel (c) represents the log-normal probability plot in which the543

abscissa is the normal reduced variate z.544

Figure 3 Geographical location of the gauging stations of the 95 catchments considered in545

the study. Basins 1 to 59 belong to Switzerland, while the remaining ones are located in the546

Northwestern part of Italy, in Piemonte and Valle d’Aosta regions. For additional information547

see auxiliary material at http://www.idrologia.polito.it/˜ganora.548
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Figure 4 Disjoint regions in the space of catchment descriptors: Hmin is the minimum basin549

elevation and MHL is the mean hillslope length. The dashed lines represent the boundaries550

between the 4 clusters obtained before merging the clusters whose FDCs cannot be considered551

significantly different. The final 2 disjoint regions are separated by the solid line.552

Figure 5 Flow duration curves grouped by cluster (in grey) and corresponding regional curves553

(in black).554

Figure 6 L-moments ratio diagram for the dimensionless FDCs of the 95 basins (filled circles555

for Switzerland data and white circles for Italian data). The lines indicate different theoreti-556

cal three-parameter distributions: generalized logistic (GLO), generalized extreme-value (GEV),557

generalized Pareto (GPA), lognormal (LN3), Pearson type III (PE3).558

Figure 7 Quality of estimated dimensionless FDCs by the distance-based method compared559

with the log-normal model (a), the generalized Pareto model (b) and the Pearson type III model560

(c). The distance between the empirical curve and the estimated one δMOD,EMP is reported in561

the scatter plot for each considered basin. The solid line represents the ratio 1:1 between the562

errors, while dashed lines delimit the areas where errors for the distance-based model are twice563

the parametric ones, and viceversa. Points above the solid line represent curves better estimated564

by the distance-based method; points above the upper dashed line represent curves much better565

estimated by the distance-based method.566
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Table 1. Ganora et al. [2009]

Representation space
Best relation Linear Logarithmic Log-normal

1st H + MHL Hmin + MHL Hmin + MHL
2nd Hmin + MHL Hmin + Pm H + MHL
3rd H + Slo Pm + MHL Pm + MHL

Table 2. Ganora et al. [2009]

Descriptor Definition Min Mean Max
H mean elevation of the drainage basin above sea

level (m)
475 1665 2847

Hmin minimum elevation of the drainage basin above sea
level (m)

82 839 1974

MHL mean hillslope length (m) 584.1 759.5 973.6
Slo average of the slope values associated to each pixel

in the DEM of the drainage basin (%)
4 39.9 61.6

Pm mean large-scale slope (%) 0.8 15.7 50.1

Table 3. Ganora et al. [2009]

Model Parameter Descriptors Student VIF R2
adj

Lognormal θ1 asp, Cc < 0.05 < 5 0.12
θ2 Xb, PLDP, slo, MHL < 0.05 < 5 0.17

GPA θ1 Xmax, PLDP, slo, MHL < 0.02 < 5 0.28
θ2 Ymin, IPS25, cos(or) < 0.05 < 5 0.54
θ3 Xc, Yc, IPS50 < 0.05 < 5 0.39

PE3 θ1 Xmax, PLDP, slo, Cc, MHL < 0.02 < 5 0.39
θ2 Xc, Ymin, IPS100, Cc < 0.05 < 5 0.31
θ3 Ymin, PS50 < 0.02 < 5 0.28

Figure 1. Ganora et al. [2009]
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Figure 5. Ganora et al. [2009]
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Figure 6. Ganora et al. [2009]
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Figure 7. Ganora et al. [2009]
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